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The �nal exam
Testing:

PP [ |Ein − Eout| > ǫ ] ≤ 2 e−2ǫ2N

Training:
PP [ |Ein − Eout| > ǫ ] ≤ 2Me−2ǫ2N
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Where did the M ome from?
The Bad events Bm are

�|Ein(hm) − Eout(hm)| > ǫ�
The union bound:
P[B1 or B2 or · · · or BM ]

B3

B1 B2

≤P[B1] + P[B2] + · · · + P[BM ]
︸ ︷︷ ︸no overlaps: M terms
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Can we improve on M?

1

+1

up

down

Yes, bad events are very overlapping!
∆Eout: hange in +1 and −1 areas
∆Ein: hange in labels of data points

|Ein(h1) − Eout(h1)| ≈ |Ein(h2) − Eout(h2)|
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What an we replae M with?
Instead of the whole input spae,
we onsider a �nite set of input points,
and ount the number of dihotomies
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Dihotomies: mini-hypotheses
A hypothesis h : X → {−1,+1}

A dihotomy h : {x1,x2, · · · ,xN} → {−1,+1}

Number of hypotheses |H| an be in�nite
Number of dihotomies |H(x1,x2, · · · ,xN)| is at most 2N

Candidate for replaing M
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The growth funtion
The growth funtion ounts the most dihotomies on any N points

mH(N)= max
x1,··· ,xN∈X

|H(x1, · · · ,xN)|

The growth funtion satis�es:
mH(N) ≤ 2N

Let's apply the de�nition.
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Applying mH(N) de�nition - pereptronsPSfrag replaements00.511.522.533.5411.21.41.61.822.22.42.62.83

PSfrag replaements00.511.522.533.5411.21.41.61.822.22.42.62.83

PSfrag replaements00.511.522.533.540.511.522.53
N = 3 N = 3 N = 4

mH(3) = 8 mH(4) =14
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Example 1: positive rays

PSfrag replaements

x1 x2 x3 xN. . .

h(x) = −1 h(x) = +1
a

00.20.40.60.81-0.1-0.08-0.06-0.04-0.0200.020.040.060.080.1
H is set of h : R → {−1,+1}

h(x) = sign(x − a)

mH(N) = N + 1© AM
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Example 2: positive intervals

PSfrag replaements

x1 x2 x3 xN. . .

h(x) = −1 h(x) = −1h(x) = +1

00.20.40.60.81-0.1-0.08-0.06-0.04-0.0200.020.040.060.080.1
H is set of h : R → {−1,+1}

Plae interval ends in two of N + 1 spots
mH(N) =

(
N+1

2

)

+1 = 1
2N

2 + 1
2N + 1
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Example 3: onvex sets

+
+

+

+
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−

−

−

up

bottom

H is set of h : R
2 → {−1,+1}

h(x) = +1 is onvex
mH(N) = 2N

The N points are `shattered' by onvex sets
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The 3 growth funtions
• H is positive rays:

mH(N) = N + 1

• H is positive intervals:
mH(N) = 1

2N
2 + 1

2N + 1

• H is onvex sets:
mH(N) = 2N
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Bak to the big piture
Remember this inequality?

PP [ |Ein − Eout| > ǫ ] ≤ 2Me−2ǫ2N

What happens if mH(N) replaes M?
mH(N) polynomial =⇒ Good!
Just prove that mH(N) is polynomial?
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Break point of H

PSfrag replaements00.511.522.533.540.511.522.53

De�nition:If no data set of size k an be shattered by H,then k is a break point for H
mH(k) < 2k

For 2D pereptrons, k = 4

A bigger data set annot be shattered either© AM
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Break point - the 3 examples
• Positive rays mH(N) = N + 1 break point k = 2 • •

• Positive intervals mH(N) = 1
2N

2 + 1
2N + 1 break point k = 3 • • •

• Convex sets mH(N) = 2N break point k =`∞'
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Main result
No break point =⇒ mH(N) = 2N

Any break point =⇒ mH(N) is polynomial in N
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Puzzle
x1 x2 x3

◦ ◦ ◦
◦ ◦ •
◦ • ◦
• ◦ ◦
• ◦ •
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