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Better linear separation

Linearly separable data

Ditferent separating lines /

Which is best?

Two questions:
1. Why is bigger margin better?

2. Which w maximizes the margin?
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Remember the growth function?

All dichotomies with any line:
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Dichotomies with fat margin

Fat margins imply fewer dichotomies
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Finding w with large margin

Let x,, be the nearest data point to theplane w'x = 0. How far is it?

2 preliminary technicalities:

1. Normalize w:

wx,| =1

2. Pull out wy:

w = (wq, - ,wy) apart from b

The planeisnow |w'x+b=0]| (no xg)
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Computing the distance

The distance between x,, and the plane wx+0=0  where |[W'x,, +b| = 1

The vector w is L to the plane in the X space:

®X,

Take x” and x” on the plane W

wx +b=0 and wx"+b=0 /

N

— w(x' —x")=0
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and the distance is ...

Distance between x,, and the plane:

Xn
Take any point x on the plane @
Projection of X, —X on W :
W= = distance = w(x, — X)|
Iw|
1 1 1
distance = —‘WTXn—WTX —‘WTXn—I—b—WTX—b‘ = —
lw| lw| lw|
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The optimization problem

1

Iw]]

Maximize

subject to min |w'x, +b] = 1
n=1,2,....IN

Notice: |[W'x,, +b| = y, (W'x, + b)

1

Minimize 5 wW'w

subject to Yy, (WX, +b) >1 for n=1,2,...,N
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Constrained optimization

Minimize  —w'w
subject to Yy, (W'x,+b)>1 for n=1,2,...,N

weRY beER

Lagrange?  inequality constraints = KKT
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We saw this before

Remember regularization?’

Minimize Ei,(w) = ~ (Zw —y)"(Zw —y)

subject to: w'w < (C

V E.,, normal to constraint

optimize constrain
Regularization: E; W'W
SVM: W'W E,
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Lagrange formulation

N
1
Minimize L(w,b, o) = 5 W'W — Z an(Yn (WX, +0) —1)

n=1

w.r.t. w and b and maximize w.r.t. each o, > 0

N
VoL = w — Zanynxn: 0
n=1

oL a
% — Z XnlYp = 0
n=1
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Substituting ...

N
W = Zanynxn and Zoznyn =0
n=1

N
. . 1
in the Lagrangian L(W,b,a) = 5 Ww — Zan (yn (W'x,+b) —1)
n=1
N 1 N N
we get ,C(Oé) — Z Oy — 5 o/ YnYm CnQpm XnXm
n=1 n=1 m=1
Maximize w.r.t. to & subjectto «, >0 for n=1,--- /N and Zf:;l Yy =
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min

subject to

©

The solution - quadratic programming

Y1Y1 XiX1 Y1y XiX2 ... YYN XiXN
1 XX XdXo ... XX
Do | YU XeXa Yl XoXo Y2YN XoXN | + (-1 a
. . . linear
UNY1 XNX1 YNY2 XNX9 ... YUNYN XNXN

-—_

quadratic coefficients
yo=0

linear constraint

0, < o < oo,
lower bounds upper bounds
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QP hands us o

Solution: ¢ = g, -+ , an E,, = const.

N
n=1

KKT condition: Form=1,--- ,N
o (Yp (WX, +0)—1) = 0

\We saw this beforel

a, >0 =— X, is a | support vector
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Support vectors

Closest x,,'s to the plane: achieve the margin

— Yy (W'X,+b) =1

Solve for b using any SV:

Yn (WX, +b) =1
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7z Instead of x
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“Support vectors’ in X space

Support vectors live in Z space

In X space, ‘pre-images of support vectors
The margin is maintained in Z space

Generalization result

E|# of SV's]
N —1

E[Eout] S
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