Review of Lecture 15 e Soft-margin SVM

e Kernel methods 1 a
i e C )
nimize o w'w + ng_lﬁ

K(x,x") = 2"2' for some Z space

Same as hard margin, but 0 < o, < C
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Basic RBF model

Fach (x,,yn) € D influences h(x) based on ||x — x,||
— —

radial
Standard form:

N
h(x) = > wn exp (=[x - xa)
n=1 —_—

basis function
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The learning algorithm

N
Finding wq, - -+, wy: h(x) = anexp (_'Y Hx—anQ)
n=1
based on D = (x1,41)," - , (XN, YN)

E,=0: h(x,)=y,forn=1,---,N:

N
Z Ll (€290 (_'7 HXn_XmH2> = Un
m=1
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N
> w,, exp (—v HXn—XmHQ) = n
m=1

2
exp(—7 ||x1 —x1]|)
2
exp(—7 ||x2 — x1]|%)

exp(— [[xx — xi[")

If ® is invertible

The solution

2
exp(— [[x1 = %)
exp(—7 [[x2 = x|

exp(—7 [lxy — xn||°)

w =® 'y | ‘“exact interpolation”

N equations in N unknowns
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The effect of 7y

N
h(x) = > wnexp (— [Ix =)
=1

A

small 7y large 7y
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RBF for classification

h(x) = sign (EN: Wy, €Xp (—7 |x — Xn2))

Learning: ~ linear regression for classitication

N
s =Y wy exp (=[x =%
n=1

Minimize (s —y)? on Dy = %1

h(x) = sign(s)
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Relationship to nearest-neighbor method

Adopt the y value of a nearby point: similar effect by a basis function:
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RBF with K centers

N parameters wq, -+ ,wy based on IV data points

Use K < N centers: pq,---, g Instead of xi,--- ,Xpn

K
h(x) = > we exp (=[x — )
k=1

1. How to choose the centers pu;.

2. How to choose the weights wy,

© Creator: Yaser Abu-Mostafa - LFD Lecture 16 9/20



Choosing the centers

Minimize the distance between X, and the closest center ;. : | K-means clustering

Split x1,---,Xy into clusters Sy,--- , Sk

K
Minimize Z Z HXn—Nk:HQ

Unsupervised learning ©

NP-hard x
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An iterative algorithm

K
Lloyd’s algorithm: lteratively minimize S: S: HXn—IJk:HQ w.rt. g, Sk
k=1 XnESk
1
XnESE

Si— {xn 1 |xn — il < all ||x, — pell}

Convergence —— local minimum
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1. Get the data points
2. Only the inputsl

3. Initialize the centers
4. lterate

5. These are your s
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Lloyd's algorithm in action
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Centers versus support vectors

support vectors RBF centers
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Choosing the weights

K
Zwk exp (—7 %, — NkH2> ~ Yn N equations in K< N unknowns
k=1

2
exp(—7 x1 = )
eXp(—W HXz — MH )

| 2
exp(— |lxn — p1]|%)

if ®'® is invertible

2
exp(—7 ||x1 — uKHQ)
exp(—7 ||x2 — pk|")

| 2
exp(—7 ||xny — x|
<)

w=(0T®) oy

2

pseudo-inverse

Y1
Y2
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RBF network

h(x)

The “features” are exp (—7 |x — p,kHQ)
b
w1

Nonlinear transtorm depends on D

—> No longer a linear model

ol

A bias term (b or wy) is often added

Ix — g — pkl|
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Compare to neural networks

h(x) h(x)
w1 ” K w1
k
I wix WS W

RBF network neural network
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Choosing 7y

K
Treating 7y as a parameter to be learned h(x) = Zwk exp (—’Y |x — Mk”z>
k=1

lterative approach (~ EM algorithm in mixture of Gaussians):
1. Fix 7y, solve for wy, -+, wg
2. Fix wy, -+ , Wk, minimize error w.r.t. 7y
We can have a different 7y} for each center iy,
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e RBF and nearest neighbors

e RBF and neural networks

e RBF and kernel methods

e RBF and regularization
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RBF versus its SVM kernel

SVM kernel implements:

Sign Z AnYn €XP (_7 HX - XnH2> + 0

oy, >0

Straight RBF implements:

K
sign Z Wy exp (—7 |x — HkH2> + b
k=1
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RBF and regularization

RBF can be derived based purely on regularization:

N (h(xn) —yn)” + A iak / ) (%)Qdm

n=1 k=0 By

“smoothest interpolation”
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